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from Siri to ChatGPT
RTC Conference 2023




John Burkey

Founder, CEO/CTO Brighten Al

* Voice Al platform company with
hardware and software

 Gen Al on the edge
Siri team

Microsoft Chief Architect for Office for
IPhone/iPad/Mac

Java Chief Architect at Sun
Many patents in Ai,OS,Dev Tools

Advise national press on Al, technologies




Today’s talk

Where are we Iin Voicelech?
A brief history

What is GenAl? /

What’s it good at
Why is it so exciting?

The future & asadmap






Automatic Speech Recognition

From early Voice Al through Daniel Povey to End to end systems

Enabled by hardware advancements allowing training on
huge data sets

Moved to statistical- Al models

Started stacking models

Competitive with humans, but require(d) huge data sets
for any language
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 Connect the models’ ends to each other, and train the whole thing together

 Maintains statistical fuzziness through pipelines, preserving nuance
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A static model

Only responds with templated pre-programmed answers and simplistic textual
response templates working with API’s.

Good for: “Play Madonna”, “What’s the weather?”, “Where can | eat at 6pm?”

Proved voice assistants could work at scale. Nice work !



Same model as Siri’s, but open access to create skills for the assistant.
Proved you could have an open ecosystem !

Multi decade revenue loss for Amazon, never made money !



Meanwhile at Google

Google was trying to make search better, and engaging in basic research

around how to do that, which led to statistical Al research in language..



In 2016 or so, large word vector databases were revealed.

These were created with a simplistic training mechanism, rewarding
word co-occurence in 50-100 dimensions, but yielded emergent
behavior (analogy spaces)



ord vectors & Analogy space!

Not just related words, but how they are related!

WOman £ TSNE Visualization of Book Embeddings Genre
man - pirl
. . "

' father <.

—
o ate SOnN
QNLCl bc,'

L

Crime nove
Science fiction novel

g . Fantasy novel
e -
- - " " ' 'a o L ) S
s ' slowest , [0 SN ¥ Y o Children's novel
motner N ' S T T O

- g :l"-‘.!_‘l’ Faniasy

Historical nove

« England longe e Lok »
4 ) fDStCSt . : Fiction

\ N\ oy PR e o of Non fiction
4 I'.a'ﬁ' . . N ‘

London Novel

himse 5 | .
- 4 ISLie'wze fiction
Nt

Rome ' | -
ISNE 1




This spurred people to go further



Creating sentence embeddings
and document embeddings!

Think of these as a mathematical
representations for what something "means”



Google used this to make
search much better




Innovation

In the training techniques
To BERT and then GPT



Huge advances in Al
acceleration hardware

The core thing Al does Is
multiply math matrices

NVidia was already doing
that for games..
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#TechVision
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Al will continue to get better In this
way for 10-25 years




18 min
GTX 580s

DGX-2
Time to Train AlexNet

Riding 3-5 innovation curves at once









The Singularity:

technological growth becomes

uncontrolliable and irreversible,

resulting in unforeseeable

changes to human civilization.




Transformer
Architecture

A new powerful
model architecture

Is released that is
the basis for LLMs

GPT3

By scaling
transformer
models, special
properties emerge
such as few-shot
learning. LLMs can

be good at tasks
without training.

ChatGPT

GPT-3.5 is trained
with human
feedback through
reinforcement
- learning to achieve
remarkable
conversational
abilities.

GPT4

Shows strong
performance on

human tests and
sparks of AGI.




Shows strong
performance on
human tests and

sparks of AGI.




naturalist
understanding

living
things and
reading
nature

musical

discerning

sounds, their

pitch, tone,

rhythm, and

timbre

quantifying

finding things,
the right making
words to hypotheses
express ‘ l and
what proving
you mean them
linguistic '°9'fa|
mathematical
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coordinating tack.ling
your mind the questhns
with your body of why we live,
s and why we die
bodily- . . : :
; / sensing people’s existential
kinesthetic feelings and motives

interpersonal




GPT-313B,
PaLM 8B

S

GPT-3175B,
LaMDA 137B,
PalLM 64B,

Chinchilla 7B

L PalLM 5408,
Chinchilla 70B

GPT-4,
Gemini (est.)

X

Next...

Selected highlights only. Sources: Original papers and Dr Jason Wei's summary: https://www.asonweinet/blog/emergence.
Using images from Flaticon.com. Alan D. Thompson. April 2023. https://lifearchitect.ai
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Emergent abllities of
100B parameter
language models

(e.g., few-shot learningQ)

“Things that
language models
can do”

100B
Scale of language model ——»




Question 62B Model Output 540B Model Output

Tracy used a piece of wire 4 She cut the wire into 6 inch pieces. The wire was 4 feet long. This
feet long to support tomato This means she got 4 * 6 = 24 means itwas 4 * 12 = 48 inches
plants in the garden. The pieces. The answer is 24. long. It was cut into pieces 6 inches
wire was cut into pieces 6 rect: | long. This means she obtained 48 /
iInches long. How many | nd | 6 = 8 pleces. The answer is 8.
pieces did she obtain? (Correct)

Question 62B Model Output 540B Model Output
Tom's ship can travel at 10 He travels from 1 to 4 PM. That He travels at 10 mph from 1 to 4
miles per hour. He is sailing means he travels for 3 hours. He PM. This means he travels 3 hours.
from 1 to 4 PM. He then travels back at 6 mph. That means 3 hours at 10 mph means he travels
travels back at a rate of 6 he travels for 3 * 6 = 18 miles. The 3 * 10 = 30 miles. He then travels
mph. How long does it take answer is 18. | back at 6 mph. This means he
him to get back? | travels 6 miles per hour. He has to

travel 30 miles, so it takes him 30/ 6
= 5 hours. The answer Is 5.
(Correct)



Generative Ai

Daniel Kahneman

« Remember System 1 & 2
 GenAlis System 1
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Intuiition & instinct Rational thinking

Unconscious
[ast
Associalive oqical
Automatic pilot Lazy
ndecisive




Generative Al
Stephen Pinker

* All languages are built on the
same universal grammar

* the basic structures of language

are a part of our biological
Inheritance

* There’s an engine that takes
knowledge and grammar and

vocabulary and generates
language

THE LANGUAGE INSTINGT

{OW. THE MIND CREATES LANGUABE
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Like an overworked but brilliant grad
student

May be wrong on the face of it

More perilous is when they look correct
and aren’t

. e . — 3
. - - Owrds - ‘”.”. 2o By’ -

If you woke them up and asked them a question,
how would it go?



Generative Ai

An instructive example


















Asked a very random guestion

Great response!

Engaged In analytical thinking and planning
Received feedback, live, and improved its results

It demonstrated cultural sensitivity (those elves...)



How long it would take you to:

Create Recipe for random ingredients
Shopping list
Efficient instructions for a group of arbitrary size

> W b=

Handle multiple cultures in their own languages with
sensitivity

Disclaimer : we did not ask the elves what they thought of our work



What if everyone had one of
these at their fingers tips?



Only paid for when they used?

(Unlike a human worker)

Already-does many things much
faster and better?




Generative Ai

How to use effectively

Use it as Is (already great)

Give it a big chunk. of text for guidance

Use retrieval augmented generation

o Semantic-address off request to pull relevant documents
Use fine tuning

Train your own



Retrieval Augmented Generation

* |ndex your documents
* Retrieval top n related documents

« Ask GenAl to use them as reference and answer

Retrieval-Augmented Generation

Synthesis/

Retriever LLM Response

Node Store

Query Engine

Data Storage




Retrieval Augmented Generation
o Try it!
* Think of a question you have a document that supports an answer

 Paste that document into ChatGP1 etc. with the words “with this as
reference, (paste). Tell me the answer to this question : <question>”

 Thats RAG - “retrieval augmented generation’. its just that you did the
retrieval. ..



Generative Ai

The future

 Rapid advances in hardware
» Capitalism is very good at focusing investment
* Look for huge advances here!
 Rapid advances in algorithms
* As hardware enables people try more things faster, we advance much faster
 What took a year to do 5 years ago, we can now do in a few'days to' a week
e (Thats the difference between a few advances a'career, and miraculous innovation)

e Vast changes ahead



Modern Voicelech pipeline
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Generative Ai

Call to action

Al Is becoming truly intelligent

For users, its now more about teaching than training
System 1 is “solved”

Really good at many things already

Because the resource is shared, you only_pay for what you use..



Generative Ai

The future

Your iPhone will run ChatGPT all by itself in & years

Movies will be made with no human actors

Almost any process will be planned and optimized with GenAl

All new works will be co-edited with Al

Interactive fiction will'be generated on the fly to please that particular person

Read “Dream Park”

Watch Apple’s “Knowledge Navigator” video from the 80’s!
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